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Deterministic Networking Use Cases
Abstract

This document presents use cases for diverse industries that have in
common a need for "deterministic flows". "Deterministic" in this
context means that such flows provide guaranteed bandwidth, bounded
latency, and other properties germane to the transport of time-
sensitive data. These use cases differ notably in their network
topologies and specific desired behavior, providing as a group broad
industry context for Deterministic Networking (DetNet). For each use
case, this document will identify the use case, identify
representative solutions used today, and describe potential
improvements that DetNet can enable.

Status of This Memo

This document is not an Internet Standards Track specification; it is
published for informational purposes.

This document is a product of the Internet Engineering Task Force

(IETF) . It represents the consensus of the IETF community. It has
received public review and has been approved for publication by the
Internet Engineering Steering Group (IESG). Not all documents

approved by the IESG are candidates for any level of Internet
Standard; see Section 2 of RFC 7841.

Information about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
https://www.rfc-editor.org/info/rfc8578.
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1.

Introduction

This memo documents use cases for diverse industries that require
deterministic flows over multi-hop paths. Deterministic Networking
(DetNet) flows can be established from either a Layer 2 or Layer 3
(IP) interface, and such flows can coexist on an IP network with
best-effort traffic. DetNet also provides for highly reliable flows
through provision for redundant paths.

The DetNet use cases explicitly do not suggest any specific design
for DetNet architecture or protocols; these are topics for other
DetNet documents.

The DetNet use cases, as originally submitted, explicitly were not
considered by the DetNet Working Group (WG) to be concrete
requirements. The DetNet WG and Design Team considered these use
cases, identifying which of their elements could be feasibly
implemented within the charter of DetNet; as a result, certain
originally submitted use cases (or elements thereof) were moved to
Appendix A ("Use Cases Explicitly Out of Scope for DetNet") of this
document.

This document provides context regarding DetNet design decisions. It
also serves a long-lived purpose of helping those learning (or new
to) DetNet understand the types of applications that can be supported
by DetNet. It also allows those WG contributors who are users to
ensure that their concerns are addressed by the WG; for them, this
document (1) covers their contributions and (2) provides a long-term
reference regarding the problems that they expect will be served by
the technology, in terms of the short-term deliverables and also as
the technology evolves in the future.

This document has served as a "yardstick" against which proposed
DetNet designs can be measured, answering the question "To what
extent does a proposed design satisfy these various use cases?"
The industries covered by the use cases in this document are

o professional audio and video (Section 2)

o electrical utilities (Section 3)

o building automation systems (BASs) (Section 4)

o wireless for industrial applications (Section 5)

o cellular radio (Section 6)
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2.

2.

o industrial machine to machine (M2M) (Section 7)

o mining (Section 8)

o private blockchain (Section 9)

o network slicing (Section 10)

For each use case, the following questions are answered:
o What is the use case?

o How is it addressed today?

o How should it be addressed in the future?

o What should the IETF deliver to enable this use case?

The level of detail in each use case is intended to be sufficient to
express the relevant elements of the use case but no more than that.

DetNet does not directly address clock distribution or time
synchronization; these are considered to be part of the overall
design and implementation of a time-sensitive network, using existing
(or future) time-specific protocols (such as [IEEE-8021AS] and/or
[REC5905]) .

Section 11 enumerates the set of common properties implied by these
use cases.

Pro Audio and Video
1. Use Case Description
The professional audio and video industry ("ProAV") includes:
o Music and film content creation
o Broadcast
o Cinema
o Live sound

o Public address, media, and emergency systems at large venues
(e.g., airports, stadiums, churches, theme parks)
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These industries have already transitioned audio and video signals
from analog to digital. However, the digital interconnect systems
remain primarily point to point, with a single signal or a small
number of signals per link, interconnected with purpose-built
hardware.

These industries are now transitioning to packet-based
infrastructures to reduce cost, increase routing flexibility, and
integrate with existing IT infrastructures.

Today, ProAV applications have no way to establish deterministic
flows from a standards-based Layer 3 (IP) interface; this is a
fundamental limitation of the use cases described here. Today,
deterministic flows can be created within standards-based Layer 2
LANs (e.g., using IEEE 802.1 TSN ("TSN" stands for "Time-Sensitive
Networking")); however, these flows are not routable via IP and thus
are not effective for distribution over wider areas (for example,
broadcast events that span wide geographical areas).

It would be highly desirable if such flows could be routed over the
open Internet; however, solutions of more-limited scope (e.g.,
enterprise networks) would still provide substantial improvements.

The following sections describe specific ProAV use cases.
2.1.1. Uninterrupted Stream Playback

Transmitting audio and video streams for live playback is unlike
common file transfer in that uninterrupted stream playback in the
presence of network errors cannot be achieved by retrying the
transmission; by the time the missing or corrupt packet has been
identified, it is too late to execute a retry operation. Buffering
can be used to provide enough delay to allow time for one or more
retries; however, this is not an effective solution in applications
where large delays (latencies) are not acceptable (as discussed
below) .

Streams with guaranteed bandwidth can eliminate congestion on the
network as a cause of transmission errors that would lead to playback
interruption. The use of redundant paths can further mitigate
transmission errors and thereby provide greater stream reliability.

Additional techniques, such as Forward Error Correction (FEC), can
also be used to improve stream reliability.
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2.1.2. Synchronized Stream Playback

Latency in this context is the time between when a signal is
initially sent over a stream and when it is received. A common
example in ProAV is time-synchronizing audio and video when they take
separate paths through the playback system. In this case, the
latency of both the audio stream and the video stream must be bounded
and consistent if the sound is to remain matched to the movement in
the video. A common tolerance for audio/video synchronization is one
National Television System Committee (NTSC) video frame (about

33 ms); to maintain the audience’s perception of correct lip-sync,
the latency needs to be consistent within some reasonable tolerance
—— for example, 10%.

A common architecture for synchronizing multiple streams that have
different paths through the network (and thus potentially different
latencies) enables measurement of the latency of each path and has
the data sinks (for example, speakers) delay (buffer) all packets on
all but the slowest path. Each packet of each stream is assigned a
presentation time that is based on the longest required delay. This
implies that all sinks must maintain a common time reference of
sufficient accuracy, which can be achieved by wvarious techniques.

This type of architecture is commonly implemented using a central
controller that determines path delays and arbitrates buffering
delays.

2.1.3. Sound Reinforcement

Consider the latency (delay) between the time when a person speaks
into a microphone and when their voice emerges from the speaker. If
this delay is longer than about 10-15 ms, it is noticeable and can
make a sound-reinforcement system unusable (see slide 6 of

[SRP_LATENCY]) . (If you have ever tried to speak in the presence of
a delayed echo of your voice, you might be familiar with this
experience.)

Note that the 15 ms latency bound includes all parts of the signal
path —— not just the network -- so the network latency must be
significantly less than 15 ms.

In some cases, local performers must perform in synchrony with a
remote broadcast. In such cases, the latencies of the broadcast
stream and the local performer must be adjusted to match each other,
with a worst case of one video frame (33 ms for NTSC video).
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In cases where audio phase is a consideration —-- for example,
beam-forming using multiple speakers —-- latency can be in the 10 us
range (one audio sample at 96 kHz).

2.1.4. Secure Transmission

2.1.4.1. Safety

Professional audio systems can include amplifiers that are capable of

generating hundreds or thousands of watts of audio power. If used
incorrectly, such amplifiers can cause hearing damage to those in the
vicinity. Apart from the usual care required by the systems

operators to prevent such incidents, the network traffic that
controls these devices must be secured (as with any sensitive
application traffic).

2.2. Pro Audio Today

Some proprietary systems have been created that enable deterministic
streams at Layer 3; however, they are "engineered networks" that
require careful configuration to operate and often require that the
system be over-provisioned. Also, it is implied that all devices on
the network voluntarily play by the rules of that network. To enable
these industries to successfully transition to an interoperable
multi-vendor packet-based infrastructure requires effective open
standards. Establishing relevant IETF standards is a crucial factor.

2.3. Pro Audio in the Future
2.3.1. Layer 3 Interconnecting Layer 2 Islands
It would be valuable to enable IP to connect multiple Layer 2 LANs.

As an example, ESPN constructed a state-of-the-art 194,000 sqg. ft.,

$125-million broadcast studio called "Digital Center 2" (DC2). The

DC2 network is capable of handling 46 Tbps of throughput with 60,000
simultaneous signals. Inside the facility are 1,100 miles of fiber

feeding four audio control rooms (see [ESPN_DC2]).

In designing DC2, they replaced as much point-to-point technology as
they could with packet-based technology. They constructed seven
individual studios using Layer 2 LANs (using IEEE 802.1 TSN) that
were entirely effective at routing audio within the LANs. However,
to interconnect these Layer 2 LAN islands together, they ended up
using dedicated paths in a custom SDN (Software-Defined Networking)
router because there is no standards-based routing solution
available.
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2.3.2. High-Reliability Stream Paths

On-air and other live media streams are often backed up with
redundant links that seamlessly act to deliver the content when the
primary link fails for any reason. In point-to-point systems, this
redundancy is provided by an additional point-to-point link; the
analogous requirement in a packet-based system is to provide an
alternate path through the network such that no individual link can
bring down the system.

2.3.3. Integration of Reserved Streams into IT Networks

A commonly cited goal of moving to a packet-based media
infrastructure is that costs can be reduced by using off-the-shelf,
commodity-network hardware. In addition, economy of scale can be
realized by combining media infrastructure with IT infrastructure.
In keeping with these goals, stream-reservation technology should be
compatible with existing protocols and should not compromise the use
of the network for best-effort (non-time-sensitive) traffic.

2.3.4. Use of Unused Reservations by Best-Effort Traffic

In cases where stream bandwidth is reserved but not currently used
(or is underutilized), that bandwidth must be available to
best-effort (i.e., non-time-sensitive) traffic. For example, a
single stream may be "nailed up" (reserved) for specific media
content that needs to be presented at different times of the day,
ensuring timely delivery of that content, yet in between those times
the full bandwidth of the network can be utilized for best-effort
tasks such as file transfers.

This also addresses a concern of IT network administrators that are
considering adding reserved-bandwidth traffic to their networks that
"users will reserve large quantities of bandwidth and then never
unreserve it even though they are not using it, and soon the network
will have no bandwidth left."

2.3.5. Traffic Segregation

Sink devices may be low-cost devices with limited processing power.
In order to not overwhelm the CPUs in these devices, it is important
to limit the amount of traffic that these devices must process.

As an example, consider the use of individual seat speakers in a
cinema. These speakers are typically required to be cost reduced,
since the quantities in a single theater can reach hundreds of seats.
Discovery protocols alone in a 1,000-seat theater can generate enough
broadcast traffic to overwhelm a low-powered CPU. Thus, an
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installation like this will benefit greatly from some type of traffic
segregation that can define groups of seats to reduce traffic within
each group. All seats in the theater must still be able to
communicate with a central controller.

There are many techniques that can be used to support this feature,
including (but not limited to) the following examples.

2.3.5.1. Packet-Forwarding Rules, VLANs, and Subnets

Packet-forwarding rules can be used to eliminate some extraneous
streaming traffic from reaching potentially low-powered sink devices;
however, there may be other types of broadcast traffic that should be
eliminated via other means -- for example, VLANs or IP subnets.

2.3.5.2. Multicast Addressing (IPv4 and IPvo6)

Multicast addressing is commonly used to keep bandwidth utilization
of shared links to a minimum.

Because Layer 2 bridges by design forward Media Access Control (MAC)
addresses, it is important that a multicast MAC address only be
associated with one stream. This will prevent reservations from
forwarding packets from one stream down a path that has no interested
sinks simply because there is another stream on that same path that
shares the same multicast MAC address.

In other words, since each multicast MAC address can represent 32
different IPv4 multicast addresses, there must be a process in place
to make sure that any given multicast MAC address is only associated
with exactly one IPv4 multicast address. Requiring the use of IPv6
addresses could help in this regard, due to the much larger address
range of IPv6; however, due to the continued prevalence of IPv4
installations, solutions that are effective for IPv4 installations
would be practical in many more use cases.

2.3.6. Latency Optimization by a Central Controller

A central network controller might also perform optimizations based
on the individual path delays; for example, sinks that are closer to
the source can inform the controller that they can accept greater
latency, since they will be buffering packets to match presentation
times of sinks that are farther away. The controller might then move
a stream reservation on a short path to a longer path in order to
free up bandwidth for other critical streams on that short path. See
slides 3-5 of [SRP_LATENCY].
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Additional optimization can be achieved in cases where sinks have
differing latency requirements; for example, at a live outdoor
concert, the speaker sinks have stricter latency requirements than
the recording-hardware sinks. See slide 7 of [SRP_LATENCY].

2.3.7. Reduced Device Costs due to Reduced Buffer Memory

Device costs can be reduced in a system with guaranteed reservations
with a small bounded latency due to the reduced requirements for
buffering (i.e., memory) on sink devices. For example, a theme park
might broadcast a live event across the globe via a Layer 3 protocol.
In such cases, the size of the buffers required is defined by the
worst—case latency and jitter values of the worst-case segment of the
end-to—-end network path. For example, on today’s open Internet, the
latency is typically unacceptable for audio and video streaming
without many seconds of buffering. In such scenarios, a single
gateway device at the local network that receives the feed from the
remote site would provide the expensive buffering required to mask
the latency and jitter issues associated with long-distance delivery.
Sink devices in the local location would have no additional buffering
requirements, and thus no additional costs, beyond those required for
delivery of local content. The sink device would be receiving
packets identical to those sent by the source and would be unaware of
any latency or jitter issues along the path.

2.4. Pro Audio Requests to the IETF

o Layer 3 routing on top of Audio Video Bridging (AVB) (and/or other
high-QoS (Quality of Service) networks)

o Content delivery with bounded, lowest possible latency

o IntServ and DiffServ integration with AVB (where practical)
o Single network for A/V and IT traffic

o Standards-based, interoperable, multi-vendor solutions

o IT-department-friendly networks

o Enterprise-wide networks (e.g., the size of San Francisco but not
the whole Internet (yet...))
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3. Electrical Utilities
3.1. Use Case Description

Many systems that an electrical utility deploys today rely on high
availability and deterministic behavior of the underlying networks.
Presented here are use cases for transmission, generation, and
distribution, including key timing and reliability metrics. In
addition, security issues and industry trends that affect the
architecture of next-generation utility networks are discussed.

3.1.1. Transmission Use Cases
3.1.1.1. Protection

"Protection” means not only the protection of human operators but
also the protection of the electrical equipment and the preservation
of the stability and frequency of the grid. If a fault occurs in the
transmission or distribution of electricity, then severe damage can
occur to human operators, electrical equipment, and the grid itself,
leading to blackouts.

Communication links, in conjunction with protection relays, are used
to selectively isolate faults on high-voltage lines, transformers,
reactors, and other important electrical equipment. The role of the
teleprotection system is to selectively disconnect a faulty part by
transferring command signals within the shortest possible time.

3.1.1.1.1. Key Criteria

The key criteria for measuring teleprotection performance are command
transmission time, dependability, and security. These criteria are
defined by International Electrotechnical Commission (IEC)

Standard 60834 [IEC-60834] as follows:

o Transmission time (speed): The time between the moment when a
state change occurs at the transmitter input and the moment of the
corresponding change at the receiver output, including propagation
delay. The overall operating time for a teleprotection system is
the sum of (1) the time required to initiate the command at the
transmitting end, (2) the propagation delay over the network
(including equipment), and (3) the time required to make the
necessary selections and decisions at the receiving end, including
any additional delay due to a noisy environment.
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o Dependability: The ability to issue and receive valid commands in
the presence of interference and/or noise, by minimizing the
Probability of Missing Commands (PMC). Dependability targets are
typically set for a specific Bit Error Rate (BER) level.

o Security: The ability to prevent false tripping due to a noisy
environment, by minimizing the Probability of Unwanted Commands
(PUC) . Security targets are also set for a specific BER level.

Additional elements of the teleprotection system that impact its
performance include:

o Network bandwidth
o Failure recovery capacity (aka resiliency)
3.1.1.1.2. Fault Detection and Clearance Timing

Most power-line equipment can tolerate short circuits or faults for

up to approximately five power cycles before sustaining irreversible
damage or affecting other segments in the network. This translates

to a total fault clearance time of 100 ms. As a safety precaution,

however, the actual operation time of protection systems is limited

to 70-80% of this period, including fault recognition time, command

transmission time, and line breaker switching time.

Some system components, such as large electromechanical switches,
require a particularly long time to operate and take up the majority
of the total clearance time, leaving only a 10 ms window for the
telecommunications part of the protection scheme, independent of the
distance of travel. Given the sensitivity of the issue, new

networks impose requirements that are even more stringent: IEC
Standard 61850-5:2013 [IEC-61850-5:2013] limits the transfer time for
protection messages to 1/4-1/2 cycle or 4-8 ms (for 60 Hz lines) for
messages considered the most critical.
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3.1.1.1.3. Symmetric Channel Delay

Teleprotection channels that are differential must be synchronous;
this means that any delays on the transmit and receive paths must
match each other. Ideally, teleprotection systems support zero
asymmetric delay; typical legacy relays can tolerate delay
discrepancies of up to 750 us.

Some tools available for lowering delay variation below this
threshold are as follows:

o For legacy systems using Time-Division Multiplexing (TDM), jitter
buffers at the multiplexers on each end of the line can be used to
offset delay variation by queuing sent and received packets. The
length of the queues must balance the need to regulate the rate of
transmission with the need to limit overall delay, as larger
buffers result in increased latency.

o For jitter-prone IP networks, traffic management tools can ensure
that the teleprotection signals receive the highest transmission
priority to minimize jitter.

o Standard packet-based synchronization technologies, such as the
IEEE 1588-2008 Precision Time Protocol (PTP) [IEEE-1588] and
synchronous Ethernet (syncE) [syncE], can help keep networks
stable by maintaining a highly accurate clock source on the
various network devices.
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3.1.1.1.4. Teleprotection Network Requirements

Table 1 captures the main network metrics. (These metrics are based
on IEC Standard 61850-5:2013 [IEC-61850-5:20131].)

—————————————— —————————————— +
Teleprotection Requirement | Attribute
f———————————— f———————————— +
One-way maximum delay 4-10 ms
Asymmetric delay required Yes
Maximum Jjitter Less than 250 us (750 us for
legacy IEDs)
Topology Point to point, point to
multipoint
Availability 99.9999%
Precise timing required Yes
Recovery time on node failure Less than 50 ms - hitless
Performance management Yes; mandatory
Redundancy Yes
Packet loss 0.1% to 1%
—————————————— —————————————— +

Table 1: Teleprotection Network Requirements
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3.1.1.1.5. Inter-trip Protection Scheme

"Inter-tripping” is the signal-controlled tripping of a circuit
breaker to complete the isolation of a circuit or piece of apparatus
in concert with the tripping of other circuit breakers.

- - +
Inter—-trip Protection Attribute
Requirement
+-_ +-_ +
One-way maximum delay 5 ms

Asymmetric delay required
Maximum jitter

Topology

Bandwidth
Availability
Precise timing required
Recovery time on node failure

Performance management

No
Not critical

Point to point, point to
multipoint

64 kbps
99.9999%
Yes
Less than 50 ms - hitless

Yes; mandatory

Redundancy Yes
Packet loss 0.1%
t———————— t———————— +
Table 2: Inter-trip Protection Network Requirements

3.1.1.1.6. Current Differential Protection Scheme

Current differential protection is commonly used for line protection
and 1is typically used to protect parallel circuits. At both ends of
the lines, the current is measured by the differential relays; both
relays will trip the circuit breaker if the current going into the
line does not equal the current going out of the line. This type of
protection scheme assumes that some form of communication is present
between the relays at both ends of the line, to allow both relays to
compare measured current values. Line differential protection
schemes assume that the telecommunications delay between both relays
is very low —— often as low as 5 ms. Moreover, as those systems are

Grossman Informational [Page 18]



RFC 8578

Grossman

DetNet Use Cases

May 2019

often not time-synchronized, they also assume that the delay over

symmetric telecommunications paths is constant;

this allows the

comparison of current measurement values taken at exactly the

same time.

—————————————— —————————————— +
Current Differential Protection Attribute
Requirement
————————————————— +
One-way maximum delay 5 ms
Asymmetric delay required Yes
Maximum jitter Less than 250 us (750 us for
legacy IEDs)
Topology Point to point, point to
multipoint
Bandwidth 64 kbps
Availability 99.9999%
Precise timing required Yes
Recovery time on node failure Less than 50 ms - hitless
Performance management Yes; mandatory
Redundancy Yes
Packet loss 0.1%
t———————— t———————— +
Table 3: Current Differential Protection Metrics
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3.1.1.1.7. Distance Protection Scheme

The distance (impedance relay) protection scheme is based on voltage
and current measurements. The network metrics are similar (but not
identical) to the metrics for current differential protection.

o —————————— o —————————— +
| Distance Protection Requirement | Attribute
t———————— t———————— +
One-way maximum delay 5 ms
Asymmetric delay required No
Maximum jitter Not critical
Topology Point to point, point to
multipoint
Bandwidth 64 kbps
Availability 99.9999%
Precise timing required Yes
Recovery time on node failure Less than 50 ms - hitless
Performance management Yes; mandatory
Redundancy Yes
Packet loss 0.1%
f———————————— f———————————— +

Table 4: Distance Protection Requirements
3.1.1.1.8. Inter-substation Protection Signaling

This use case describes the exchange of sampled values and/or GOOSE
(Generic Object Oriented Substation Events) messages between
Intelligent Electronic Devices (IEDs) in two substations for
protection and tripping coordination. The two IEDs are in
master—-slave mode.

The Current Transformer or Voltage Transformer (CT/VT) in one
substation sends the sampled analog voltage or current value to the
Merging Unit (MU) over hard wire. The MU sends the time-synchronized
sampled values (as specified by IEC 61850-9-2:2011
[TEC-61850-9-2:2011]) to the slave IED. The slave IED forwards the
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information to the master IED in the other substation. The master
IED makes the determination (for example, based on sampled value
differentials) to send a trip command to the originating IED. Once
the slave IED/relay receives the GOOSE message containing the command
to trip the breaker, it opens the breaker. It then sends a
confirmation message back to the master. All data exchanges between
IEDs are through sampled values and/or GOOSE messages.

t———————— t———————— +
Inter-substation Protection Attribute
Requirement
__________________________________________________________________ +
One-way maximum delay 5 ms
Asymmetric delay required No
Maximum jitter Not critical
Topology Point to point, point to
multipoint
Bandwidth 64 kbps
Availability 99.9999%
Precise timing required Yes
Recovery time on node failure Less than 50 ms - hitless
Performance management Yes; mandatory
Redundancy Yes
Packet loss 1%
- - +

Table 5: Inter-substation Protection Requirements
3.1.1.2. 1Intra-substation Process Bus Communications

This use case describes the data flow from the CT/VT to the IEDs in
the substation via the MU. The CT/VT in the substation sends the
analog voltage or current values to the MU over hard wire. The MU
converts the analog values into digital format (typically
time-synchronized sampled values as specified by IEC 61850-9-2:2011
[IEC-61850-9-2:2011]) and sends them to the IEDs in the substation.
The Global Positioning System (GPS) Master Clock can send 1PPS or
IRIG-B format to the MU through a serial port or IEEE 1588 protocol
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via a network. 1PPS (One Pulse Per Second) is an electrical signal
that has a width of less than 1 second and a sharply rising or
abruptly falling edge that accurately repeats once per second. 1PPS
signals are output by radio beacons, frequency standards, other types
of precision oscillators, and some GPS receivers. IRIG (Inter-—-Range
Instrumentation Group) time codes are standard formats for
transferring timing information. Atomic frequency standards and GPS
receivers designed for precision timing are often equipped with an
IRIG output. Process bus communication using IEC 61850-9-2:2011
[IEC-61850-9-2:2011] simplifies connectivity within the substation,
removes the requirement for multiple serial connections, and removes
the slow serial-bus architectures that are typically used. This also
ensures increased flexibility and increased speed with the use of
multicast messaging between multiple devices.

—— —— +
Intra-substation Protection Attribute
Requirement
o —————————— o —————————— +
One-way maximum delay 5 ms
Asymmetric delay required No
Maximum jitter Not critical
Topology Point to point, point to
multipoint
Bandwidth 64 kbps
Availability 99.9999%
Precise timing required Yes
Recovery time on node failure Less than 50 ms - hitless
Performance management Yes; mandatory
Redundancy Yes or No
Packet loss 0.1%
—————————————— —————————————— +

Table 6: Intra-substation Protection Requirements
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3.1.1.3. Wide—-Area Monitoring and Control Systems

The application of synchrophasor measurement data from Phasor
Measurement Units (PMUs) to wide—-area monitoring and control systems
promises to provide important new capabilities for improving system
stability. Access to PMU data enables more-timely situational
awareness over larger portions of the grid than what has been
possible historically with normal SCADA (Supervisory Control and Data
Acquisition) data. Handling the volume and the real-time nature of
synchrophasor data presents unique challenges for existing
application architectures. The Wide-Area Management System (WAMS)
makes it possible for the condition of the bulk power system to be
observed and understood in real time so that protective,
preventative, or corrective action can be taken. Because of the very
high sampling rate of measurements and the strict requirement for
time synchronization of the samples, the WAMS has stringent
telecommunications requirements in an IP network, as captured in
Table 7:
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et et +
WAMS Requirement Attribute
e e +
One-way maximum delay 50 ms
Asymmetric delay required No

Maximum jitter

Topology

Bandwidth
Availability
Precise timing required
Recovery time on node failure
Performance management
Redundancy
Packet loss

Consecutive packet loss

Not critical
Point to point, point to
multipoint, multipoint to
multipoint
100 kbps
99.9999%
Yes

Less than 50 ms - hitless

Yes; mandatory

At least one packet per
application cycle must be
received.

e o +

Table 7: WAMS Special Communication Requirements
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3.1.1.4. WAN Engineering Guidelines Requirement Classification

The IEC has published a technical report (TR) that offers guidelines
on how to define and deploy Wide-Area Networks (WANs) for the
interconnection of electric substations, generation plants, and SCADA
operation centers. IEC TR 61850-90-12:2015 [IEC-61850-90-12:2015]
provides four classes of WAN communication requirements, as
summarized in Table 8:

F——————— F————— o o F——————— +
WAN Class WA Class WB Class WC Class WD
Requirement
o o o o o +
Application EHV HV (High MV General-
field (Extra-— Voltage) (Medium purpose
High Voltage)
Voltage)

Latency 5 ms 10 ms 100 ms >100 ms
Jitter 10 us 100 us 1 ms 10 ms
Latency 100 us 1 ms 10 ms 100 ms

asymmetry
Time accuracy 1 us 10 us 100 us 10 to 100 ms
BER 10"-7 to 10"-5 to 10"~-3
10"~-6 10~-4
Unavailability 10~-7 to 10~-5 to 10~-3
10"~-6 10~-4
Recovery delay Zero 50 ms 5 s 50 s
Cybersecurity Extremely High Medium Medium
high
o —————————— o —————— o ———— o ———— o —————————— +

Table 8: Communication Requirements (Courtesy of
IEC TR 61850-90-12:2015)
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3.1.2. Generation Use Case

Energy generation systems are complex infrastructures that require
control of both the generated power and the generation
infrastructure.

3.1.2.1. Control of the Generated Power

The electrical power generation frequency must be maintained within a
very narrow band. Deviations from the acceptable frequency range are
detected, and the required signals are sent to the power plants for
frequency regulation.

Automatic Generation Control (AGC) is a system for adjusting the
power output of generators at different power plants, in response to
changes in the load.

—————————————— —————————————— +
FCAG (Frequency Control Attribute
Automatic Generation)
Requirement
—— —— +
One-way maximum delay 500 ms
Asymmetric delay required No
Maximum jitter Not critical
Topology Point to point
Bandwidth 20 kbps
Availability 99.999%
Precise timing required Yes
Recovery time on node failure N/A
Performance management Yes; mandatory
Redundancy Yes
Packet loss 1%
f———————————— f———————————— +

Table 9: FCAG Communication Requirements
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The control of the generation infrastructure combines requirements
from industrial automation systems and energy generation systems.
This section describes the use case for control of the generation
infrastructure of a wind turbine.

Figure 1 presents the subsystems that operate a wind turbine.

The subsystems shown in Figure 1 include the following:

(@]

WROT

WNAC

WTRM

WGEN

WYAW

WCNV

WTRF

Grossman

Fo———t

-t

WTRF |WMET |

| |

Wind Turbine +——t—+

Controller |
WTUR
WREP |
WSLG |
WALG WTOW

Figure 1: Wind Turbine Control Network

(rotor control)

(nacelle control) (nacelle: housing containing the generator)

(transmission control)

(generator)

(yaw controller) (of the tower head)
(in-turbine power converter)

(wind turbine transformer information)

Informational

[Page 27]



RFC 8578

DetNet Use Cases

May 2019

o WMET (external meteorological station providing real-time
tower’s controllers)

informatio
o WTUR (wind
o WREP (wind
o WSLG (wind
o WALG (wind
o WTOW (wind

n to the

turbine

turbine

turbine

turbine

turbine

general information)

report information)

state log information)

analog log information)

tower information)

Traffic characteristics relevant to the network planning and
dimensioning process in a wind turbine scenario are listed below.
The values in this section are based mainly on the relevant

references [A

hml4]

and

[Spe09].

Each logical node

(Figure 1)

is a

part of the metering network and produces analog measurements and
status information that must comply with their respective data-rate

constraints.
o ————— t——————— F—————— o ————— o ————— o ————— +
Subsystem Sensor Analog Data Rate Status Data Rate
Count Sample (bytes/s) Sample (bytes/s)
Count Count
o B e Tt +
WROT 14 9 642 5 10
WTRM 18 10 2828 8 16
WGEN 14 12 73764 2 4
WCNV 14 12 74060 2 4
WTRF 12 5 73740 2 4
WNAC 12 9 112 3 6
WYAW 7 8 220 4 8
WTOW 4 1 8 3 6
WMET 7 7 228 - -
o t——————— o ————— o o o +
Table 10: Wind Turbine Data—-Rate Constraints
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QoS constraints for different services are presented in Table 11.
These constraints are defined by IEEE Standard 1646 [IEEE-1646] and
IEC Standard 61400 Part 25 [IEC-61400-257.

et et e e e do—— Fom et et e e e +
Service | Latency | Reliability | Packet Loss Rate
o fom e o +
Analog measurement 16 ms 99.99% <10”-6
Status information 16 ms 99.99% <10"-6
Protection traffic 4 ms 100.00% <107-9
Reporting and 1l s 99.99% <10"-6
logging
Video surveillance 1l s 99.00% No specific
requirement
Internet connection 60 min 99.00% No specific
requirement
Control traffic 16 ms 100.00% <107~-9
Data polling 16 ms 99.99% <10"-6
o e fom o +

Table 11: Wind Turbine Reliability and Latency Constraints
3.1.2.2.1. Intra—-domain Network Considerations

A wind turbine is composed of a large set of subsystems, including
sensors and actuators that require time-critical operation. The
reliability and latency constraints of these different subsystems are
shown in Table 11. These subsystems are connected to an intra-domain
network that is used to monitor and control the operation of the
turbine and connect it to the SCADA subsystems. The different
components are interconnected using fiber optics, industrial buses,
industrial Ethernet, EtherCAT [EtherCAT], or a combination thereof.
Industrial signaling and control protocols such as Modbus [MODBUS],
PROFIBUS [PROFIBUS], PROFINET [PROFINET], and EtherCAT are used
directly on top of the Layer 2 transport or encapsulated over TCP/IP.

The data collected from the sensors and condition-monitoring systems
is multiplexed onto fiber cables for transmission to the base of the
tower and to remote control centers. The turbine controller

continuously monitors the condition of the wind turbine and collects
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statistics on its operation. This controller also manages a large
number of switches, hydraulic pumps, valves, and motors within the
wind turbine.

There is usually a controller at the bottom of the tower and also in
the nacelle. The communication between these two controllers usually
takes place using fiber optics instead of copper links. Sometimes, a
third controller is installed in the hub of the rotor and manages the
pitch of the blades. That unit usually communicates with the nacelle
unit using serial communications.

3.1.2.2.2. Inter—-domain Network Considerations

A remote control center belonging to a grid operator regulates the
power output, enables remote actuation, and monitors the health of
one or more wind parks in tandem. It connects to the local control
center in a wind park over the Internet (Figure 2) via firewalls at
both ends. The Autonomous System (AS) path between the local control
center and the wind park typically involves several ISPs at different

tiers. For example, a remote control center in Denmark can regulate
a wind park in Greece over the normal public AS path between the two
locations.
Fmm +
| |
| |
| Wind Park #1 +--———+
| | | XXXXXX
| | | X XXXKXXXKX o +
e + | XxXxXX X XXXXX |
+———+ XXX | Remote Control |
XXX Internet +-——— Center |
+————+X XXX | |
o + | XXXKXXXK XX |
| | | XX XXXKXXX et +
| | | XXXXX
| Wind Park #2 +--———+
| |
| |
Fm +

Figure 2: Wind Turbine Control via Internet

The remote control center is part of the SCADA system, setting the
desired power output to the wind park and reading back the result
once the new power output level has been set. Traffic between the
remote control center and the wind park typically consists of
protocols like IEC 60870-5-104 [IEC-60870-5-104], OPC XML-Data Access
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redundant systems already in place.

Future use cases will require bounded latency,
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traffic flows between the remote control center and
QoS requirements are not strict,
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and SNMP [RFC3411]. At the time
so
or service-provisioning mechanisms
case of such events as equipment

is on the order of minutes, due to

bounded jitter, and

extraordinarily low packet loss for inter-domain traffic flows due to
the softwarization and virtualization of core wind-park equipment

(e.g., switches, firewalls,

and SCADA server components).

These

factors will create opportunities for service providers to install

new services and dynamically manage them from remote locations.
to enable failover of a local SCADA server,
(under the administrative control of the

example,
in another wind-park site
same operator)
case,

could be utilized temporarily
local traffic would be forwarded to the remote SCADA server,

For
a SCADA server

(Figure 3). 1In that

and existing intra-domain QoS and timing parameters would have to be

met for inter—domain traffic flows.

Fmm +
| |
| |
| Wind Park #1 +--———+
| | | XXXXXX
| | | X XXXXXXXX Fom +
pom + | Xxxx XXXXX |
+-—— Operator— XXX | Remote Control |
XXX Administered +————t Center |
+————+X WAN XXX |
e + | XXXXXXX XX |
| | XX XXXXXXX Fmm +
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|
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3.1.3. Distribution Use Case
3.1.3.1. Fault Location, Isolation, and Service Restoration (FLISR)

"Fault Location, Isolation, and Service Restoration (FLISR)" refers
to the ability to automatically locate the fault, isolate the fault,
and restore service in the distribution network. This will likely
be the first widespread application of distributed intelligence in
the grid.

The static power-switch status (open/closed) in the network dictates
the power flow to secondary substations. Reconfiguring the network
in the event of a fault is typically done manually on site to
energize/de—-energize alternate paths. Automating the operation of
substation switchgear allows the flow of power to be altered
automatically under fault conditions.

FLISR can be managed centrally from a Distribution Management System

(DMS) or executed locally through distributed control via intelligent
switches and fault sensors.
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et et +
FLISR Requirement Attribute
e e +
One-way maximum delay 80 ms
Asymmetric delay required No
Maximum jitter 40 ms

Topology

Bandwidth
Availability
Precise timing required
Recovery time on node failure
Performance management

Redundancy

Point to point, point to
multipoint, multipoint to
multipoint
64 kbps
99.9999%

Yes
Depends on customer impact

Yes; mandatory

Yes

Packet 1loss 0.1%
e e +

Table 12: FLISR Communication Requirements
3.2. Electrical Utilities Today

Many utilities still rely on complex environments consisting of
multiple application-specific proprietary networks, including TDM
networks.

In this kind of environment, there is no mixing of Operation
Technology (OT) and IT applications on the same network, and
information is siloed between operational areas.

Specific calibration of the full chain is required; this is costly.

This kind of environment prevents utility operations from realizing
operational efficiency benefits, visibility, and functional
integration of operational information across grid applications and
data networks.
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In addition, there are many security-related issues, as discussed in
the following section.

3.2.1. Current Security Practices and Their Limitations

Grid-monitoring and control devices are already targets for cyber
attacks, and legacy telecommunications protocols have many intrinsic
network-related vulnerabilities. For example, the Distributed
Network Protocol (DNP3) [IEEE-1815], Modbus, PROFIBUS/PROFINET, and
other protocols are designed around a common paradigm of "request and
respond”". Each protocol is designed for a master device such as an
HMI (Human-Machine Interface) system to send commands to subordinate
slave devices to perform data retrieval (reading inputs) or control
functions (writing to outputs). Because many of these protocols lack
authentication, encryption, or other basic security measures, they
are prone to network-based attacks, allowing a malicious actor or
attacker to utilize the request—-and-respond system as a mechanism for
functionality similar to command and control. Specific security
concerns common to most industrial-control protocols (including
utility telecommunications protocols) include the following:

o Network or transport errors (e.g., malformed packets or excessive
latency) can cause protocol failure.

o Protocol commands may be available that are capable of forcing
slave devices into inoperable states, including powering devices
off, forcing them into a listen-only state, or disabling alarming.

o Protocol commands may be available that are capable of
interrupting processes (e.g., restarting communications).

o Protocol commands may be available that are capable of clearing,
erasing, or resetting diagnostic information such as counters and
diagnostic registers.

o Protocol commands may be available that are capable of requesting
sensitive information about the controllers, their configurations,
or other need-to-know information.

o Most protocols are application-layer protocols transported over
TCP; it is therefore easy to transport commands over non-standard
ports or inject commands into authorized traffic flows.

o Protocol commands may be available that are capable of

broadcasting messages to many devices at once (i.e., a
potential DoS).
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o Protocol commands may be available that will query the device
network to obtain defined points and their wvalues (i.e., perform a
configuration scan).

o Protocol commands may be available that will list all available
function codes (i.e., perform a function scan).

These inherent vulnerabilities, along with increasing connectivity
between IT and OT networks, make network-based attacks very feasible.
By injecting malicious protocol commands, an attacker could take
control over the target process. Altering legitimate protocol
traffic can also alter information about a process and disrupt the
legitimate controls that are in place over that process. A
man-in-the-middle attack could result in (1) improper control over a
process and (2) misrepresentation of data that is sent back to
operator consoles.

3.3. Electrical Utilities in the Future

The business and technology trends that are sweeping the utility
industry will drastically transform the utility business from the way
it has been for many decades. At the core of many of these changes
is a drive to modernize the electrical grid with an integrated
telecommunications infrastructure. However, interoperability
concerns, legacy networks, disparate tools, and stringent security
requirements all add complexity to the grid’s transformation. Given
the range and diversity of the requirements that should be addressed
by the next-generation telecommunications infrastructure, utilities
need to adopt a holistic architectural approach to integrate the
electrical grid with digital telecommunications across the entire
power delivery chain.

The key to modernizing grid telecommunications is to provide a
common, adaptable, multi-service network infrastructure for the
entire utility organization. Such a network serves as the platform
for current capabilities while enabling future expansion of the
network to accommodate new applications and services.

To meet this diverse set of requirements both today and in the
future, the next-generation utility telecommunications network will
be based on an open-standards-based IP architecture. An end-to-end
IP architecture takes advantage of nearly three decades of IP
technology development, facilitating interoperability and device
management across disparate networks and devices, as has already been
demonstrated in many mission-critical and highly secure networks.
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IPv6 is seen as a future telecommunications technology for the smart
grid; the IEC and different national committees have mandated a

specific ad hoc group (AHG8) to define the strategy for migration to
IPv6 for all the IEC Technical Committee 57 (TC 57) power automation

standards. The AHG8 has finalized its work o